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Abstrak  
Persediaan barang dalam penjualan menjadi penentu dalam mendapatkan keuntungan secara maksimal 

pada suatu perusahaan. Namun keuntungan perusahaan dapat termakan oleh pembelian produk yang tidak 

profit sehingga keuntungan menjadi tidak maksimal. Dengan memprediksikan suatu produk tersebut 

apakah laris atau tidak laris akan meminimalkan kesalahan dalam pembelian produk untuk stok. Dengan 

metode K-Nearest Neighbors merupakan suatu metode yang menggunakan algoritma supervised dimana 
hasil dari query instance yang baru diprediksikan berdasarkan mayoritas dari label class pada K-Nearest 

Neighbors. Algoritma K-Nearest Neighbors merupakan sebuah metode untuk melakukan prediksi 

terhadap obyek baru berdasarkan k tetangga terdekatnya. Sehingga dengan aplikasi data mining metode 

K-Nearest Neighbors memudahkan perusahaan dalam melakukan prediksi penjualan suatu produk apakah 

termasuk kategori laris atau tidak laris dan dapat memaksimalkan nilai omzet penjualan sparepart. Selain 

itu banyaknya data penjualan yang diinputkan akan mempengaruhi ketepatan dalam menentukan hasil 

prediksi. Sehingga diperlukanya data penjualan yang lebih banyak untuk meningkatkan keakuratan 

penentuan prediksi laris dan tidak laris pada penjualan suku cadang (sparepart) motor. Dilihat dari 

banyaknya permintaan konsumen yang tidak menentu ternyata terdapat beberapa produk terlaris dan tidak 

terlaris, sehingga berdasarkan data 8 bulan terakhir maka dibutuhkan sebuah prediksi penjualan produk 

terlaris, agar mempermudah pihak usaha penjualan sparepart motor dalam perencanaan penyedia stok. 
Berdasarkan hasil pengujian nilai K dari 1, 3, 5, dan 7 menghasilkan nilai k=3 sebagai nilai tengah k yang 

mempunyai akurasi tertinggi selama proses pengujian. Hal ini dibuktikan dari nilai error yang kecil 

sebesar 0,465 % dan nilai error tertinggi adalah sebesar 1,414 %. Rata-rata nilai K yang menghasilkan 

error terkecil adalah nilai k=3. Hasil pengujian lainya juga menunjukkan bahwa Tingkat akurasi proses 

prediksi menggunakan metode K-Nearest Neighbors dipengaruhi oleh jumlah data latih yang menjadi 

masukan sistem. 

 

Kata Kunci: Data Mining; K-Nearest Neighbor; Penjualan; Prediksi; Produk 

 
 

1. PENDAHULUAN  
 

Pertumbuhan kemajuan teknologi saat ini berkembang sangat pesat. Di mana dahulu 

teknologi digunakan untuk hal-hal dasar dalam melakukan perhitungan matematis, saat ini 

teknologi dapat mengerjakan hal rumit yang membantu kehidupan manusia dalam bidang-
bidang di luar ilmu komputer. Perkembangan dan kemajuan ilmu pengetahuan ini menyebabkan 

terjadinya perubahan-perubahan dalam segala sektor, salah satu sektor yang merasakan adalah 

bidang usaha penjualan. Persediaan barang dalam penjualan menjadi penentu dalam 
mendapatkan keuntungan secara maksimal pada suatu perusahaan. Namun dalam menentukan 

persediaan barang maka perusahaan harus mengetahui apakah barang yang disimpan itu 

menguntungkan atau tidak. Karena keuntungan perusahaan dapat termakan oleh biaya 

pembelian barang yang tidak profit dan biaya penyimpanan. Apabila perusahaan dapat 
memprediksi suatu barang tersebut masuk kedalam suatu kategori apakah profit atau tidak maka 

perusahaan akan jauh lebih optimal dalam melakukan pembelian persediaan untuk penjualan. 

Selain itu prediksi dapat membantu pihak perusahaan mengurangi resiko kesalahan yang 
disebabkan oleh kesalahan perencanaan dapat ditekan seminimal mungkin. Prediksi biasanya 

digunakan untuk menemukan informasi dari data yang besar sehingga diperlukan data mining. 

Data mining biasanya dilakukan pada sebuah data werehouse yang menampung data dalam 
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jumlah besar dari suatu organisasi. Proses data mining mencari informasi baru, berharga dan 

berguna di dalam sekumpulan data bervolume besar dengan melibatkan komputer dan manusia 
serta bersifat iteratif baik melalui proses otomatis ataupun manual. Penggunaan Data Mining 

sebagai bagian sebuah sistem informasi yang sangat penting untuk menjamin ketersediaan 

layanan bagi penggunaannya [3].  

Aset atau sumber daya bagi instansi atau organisasi yang sangat berharga bahkan bisa 
dikatakan sangat penting yaitu berupa data atau informasi, kerusakan terhadap data dapat 

mengancam kelangsungan hidup dari perusahaan tersebut [2]. Algoritma K-Nearest Neighbors 

(KNN) adalah algoritma dengan pembelajaran terawasi dan banyak digunakan untuk prediksi 
dan klasifikasi. Keuntungan dari algoritma KNN tinggi akurasi, intensif pada outlier dan tidak 

ada asumsi tentang data. Dengan metode K-Nearest Neighbors merupakan suatu metode yang 

menggunakan algoritma supervised dimana hasil dari query instance yang baru diprediksikan 

berdasarkan mayoritas dari label class pada K-Nearest Neighbors [5]. Algoritma K-Nearest 
Neighbors merupakan sebuah metode untuk melakukan prediksi terhadap obyek baru 

berdasarkan k tetangga terdekatnya. Kelas yang paling banyak muncul, yang akan menjadi kelas 

hasil prediksi [4]. Prediksi atau peramalan (forecasting) merupakan suatu kegiatan meramalkan 
penjualan dimasa mendatang berarti menentukaan perkiraan besarnya volume penjualan, bahkan 

menentukan potensi penjualan dan luas pasar yang dikuasai dimasa mendatang. Selain itu 

membantu perusahaan dalam melakukan perencanaan penyediaan stok, karena prediksi ini 
memberikan output terbaik bagi perusahaan sehingga dapat meminimalisir kesalahan 

perencanaan dapat ditekankan seminimal mungkin [1]. Honda AHASS 04040 Indah Motor 

merupakan perusahaan yang bergerak dalam bidang usaha pelayanan jasa service motor dan 

penjualan suku cadang (sparepart) motor. Dalam penjualan suku cadang perusahaan diharuskan 
melakukan pembelian terlebih dahulu kepada supplier utama yaitu Honda Motor, namun dalam 

menentukan stok suku cadang yang akan dijual masih menggunakan cara konvensional, dimana 

perusahaan membandingkan antara stok awal dan penjualan dalam enam bulan terakhir 
kemudian ditentukan apakah produk tersebut masuk laris atau tidak sehingga dapat dijadikan 

bahan pertimbangan dalam pembelian kembali. Namun cara manual ini sering terjadi kesalahan 

dalam menentukan kategori sehingga sering terjadi penumpukan stok yang tidak perlu dan 
mengakibatkan kerugian. Selain itu dalam menjalankan usaha stok persediaan suku cadang 

sangat penting mengingat kebutuhan konsumen yang setiap harinya semakin tidak menentu. 

Proses pengiriman suku cadang dari supplier ke Honda AHASS yang cukup memakan waktu, 

menyebabkan konsumen tidak bisa mendapatkan suku cadang secara langsung ketika stok suku 
cadang habis. Permasalahan itulah yang terjadi jika pemilik tidak bisa mengatur dalam 

menentukan persediaan suku cadang. Dari permasalahan yang terdapat diperusahaan maka 

diambilah sebuah penelitian “Metode K-Nearest Neighbors Untuk Prediksi Penjualan Suku 
Cadang (Sparepart) Motor Terlaris Pada Honda AHASS 04040 Indah Motor“. Dengan metode 

tersebut maka dapat disimpulkan manfaatnya adalah untuk memprediksikan penjualan produk 

pada suku cadang yang baru apakah produk tersebut akan laris terjual atau tidak dengan 

menggunakan metode K-Nearest Neighbors. 
 

 

2. METODE PENELITIAN   
 

Kerangka kerja yang telah digambarkan di bawah ini, dapat dijabarkan pembahasan 

masing-masing dalam penelitian adalah sebagai berikut: (1) Pengumpulan Data, Pengumpulan 
data dilakukan guna memperoleh informasi yang dibutuhkan dalam rangka mencapai tujuan 

penelitian; (2) Analisis Data Pada tahap ini dilakukan identifikasi masalah pada sistem yang 

sedang berjalan. Dengan demikian, diharapkan menemukan kendala-kendala dan permasalahan 

yang terjadi, sehingga penulis dapat mencari solusi dari permasalahan tersebut; (3) Penerapan K 
Nearest Neighbors, penerapan k nearest neighbors merupakan sebuah proses dari data asli (real) 

menjadi data yang diolah menjadi kedalam proses perhitungan Algoritma K Nearest Neighbors; 

(4)  Perancangan Sistem adalah sebuah kegiatan merancang dan menentukan cara mengolah 



          p-ISSN: 1978-6433  

 INFOKOM : Jurnal Informasi dan Teknologi 

10 

sistem informasi dari hasil analisa sistem sehingga dapat memenuhi kebutuhan dari pengguna 

termasuk diantaranya perancangan user interface, data dan aktivitas-aktivitas proses. Adapun 
proses perancangan suatu sistem informasi dilakukan dengan mengamati aliran sistem informasi 

yang sedang berjalan serta mengubah suatu sistem informasi baru yang telah didesain dengan 

alat bantu perancangan yaitu Data Flow Diagram (DFD); (5) Pembangunan Sistem, 

Membangun sistem informasi merupakan bentuk perubahan organisasi yang direncanakan. 
Pembangunan sistem merupakan tindakan mengubah, menggantikan atau menyusun sistem 

secara baik dengan sebagian maupun keseluruhan untuk memperbaiki sistem yang selama ini 

berjalan; (6) Uji Coba Sistem, Uji coba sistem yaitu suatu proses yang dilakukan untuk menilai 
apakah sistem yang dibuat telah sesuai dengan apa yang diharapkan. Uji coba sistem pada 

penelitian ini menggunakan Black Box Testing yaitu metode pengujian sistem perangkat lunak 

yang tes fungsionalitas dari aplikasi tersebut; dan (7) Implementasi Sistem, Implementasi sistem 

adalah prosedur yang dilakukan untuk menyelesaikan desain yang ada dalam dokumen yaitu 
desain sistem yang disetujui dan menguji, menginstal, memulai, serta menggunakan system 

yang baru atau sistem yang diperbaiki [6]-[9].Tahapan dalam penelitian ini dapat dilihat pada 

Gambar 1 berikut : 

 
Gambar 1. Kerangka Kerja Penelitian 

 

Analisa data adalah suatu metode pengolahan data menjadi informasi untuk membantu 

memahami karakteristik data dan memecahkan masalah, terutama yang berkaitan dengan 
penelitian. 

Tabel 1. Data Penjualan Produk 
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Table 1 di atas merupakan data penjualan sparepart yaitu Januari 2023 - Agustus 2023. Data 

penjualan sparepart ini didapat dari hasil wawancara kepada pemilik Honda AHASS 04040 
Indah Motor. 

Data Mining adalah suatu proses pencarian data secara otomatis dapat mendapatkan sebuah 

model dari database yang besar. Atau Data mining adalah pembelajaran mesin, pengenalan pola, 

database, statistik, dan teknik visualisasi yang digunakan untuk memecahkan masalah 
penggalian informasi dari repositori database besar. Pada umumnya data mining muncul dari 

banyaknya jumlah data yang tersimpan dalam suatu database. Dalam hal ini data mining sangat 

berpengaruh dalam proses menggali sebuah data dari suatu kumpulan data yang berupa 
pengetahuan yang selama ini tidak diketahui secara manual [10]-[12].  

Penjualan merupakan kegiatan ekonomi normal di mana perusahaan menerima 

hasil/manfaat yang direncanakan dari penjualan atau pengembalian biaya yang dikeluarkan[4]. 

Penjualan produk perusahaan ditampilkan setelah dikurangi diskon dan retur[8]. Penjualan 
adalah pembelian sesuatu (barang atau jasa) dari satu pihak ke pihak lain dengan imbalan uang 

dari satu pihak[8]. Berdasarkan pengertian penjualan tersebut dapat disimpulkan bahwa 

penjualan adalah suatu kegiatan ekonomi yang dilakukan antara pembeli dengan penjual 
melakukan transaksi berupa pertukaran barang atau jasa dengan uang tunai. 

Prediksi adalah suatu proses memperkirakan secara sistematis tentang sesuatu yang paling 

mungkin terjadi di masa depan berdasarkan informasi masa lalu dan sekarang yang dimiliki, 
agar kesalahannya (selisih antara sesuatu yang terjadi dengan hasil perkiraan) dapat diperkecil. 

Prediksi tidak harus memberikan jawaban secara pasti kejadian yang akan terjadi, melainkan 

berusaha untuk mencari jawaban sedekat mungkin yang akan terjadi. Pengertian prediksi sama 

dengan ramalan atau perkiraan. Menurut kamus besar bahasa Indonesia, prediksi adalah hasil 
dari kegiatan memprediksn atau meramal atau memperkirakan nilai pada masa yang akan 

datang dengan menggunakan data masa lalu. Prediksi menunjukkan apa yang akan terjadi pada 

suatu keadaan tertentu dan merupakan input bagi proses perencanaan dan pengambilan 
keputusan. Prediksi bisa berdasarkan metode ilmiah ataupun subjektif belaka. 

K-Nearest Neighbors (KNN) adalah suatu metode yang menggunakan algoritma supervised 

dimana hasil dari query instance yang baru diklasifikasikan berdasarkan mayoritas dari label 
class pada K-NN[4]. Algoritma K-Nearest Neighbor (KNN) merupakan sebuah metode untuk 

melakukan klasifikasi terhadap obyek baru berdasarkan (K) tetangga terdekatnya[3]. KNN 

termasuk algoritma supervised learning, yang mana hasi dari query instance baru, 

diklasifikasikan berdasarkan mayoritas dari kategori pada KNN. Kelas yang paling banyak 
muncul, yang akan menjadi kelas hasil klasifikasi[3]. Tujuan dari algoritma K-NN adalah 

mengklasifikasikan objek baru berdasarkan atribut dan training data[4]. Sehingga dengan 

penerapan algoritma K-Nearest Neighbors dapat mempermudah UD Andar pada penjualan 
produk dengan mengambil objek baru berdasarkan data yang letaknya terdekat dari data baru 

tersebut. Algoritma K-NN menggunakan klasifikasi ketetanggaan sebagai nilai prediksi dari 

sampel uji yang baru. Dekat atau jauhnya tetangga biasanya dihitung berdasarkan jarak 

Eucledian[11].  
Algoritma K-NN terdapat 5 (lima) cara, untuk mencari tetangga terdekat [3], yaitu: (1) 

Jarak Euclidean; (2) Jarak Manhattan; (3) Jarak Cosine; (4) Jarak Correlation; dan (5) Jarak 

Hamming. Rumus jarak Euclidean yang digunakan adalah [3]: 

 
Keterangan Rumus: 

Nilai Xi : nilai yang ada pada data training 

Nilai Yi : nilai yang ada pada data testing . 
Nilai K merupakan dimensi atribut. 

Selanjutnya langkah-langkah perhitungan K Nearest Neighbors (KNN) sebagai berikut: (1)  

Menentukan parameter K (jumlah tetangga paling dekat); (2) Menghitung kuadrat jarak 
Eucliden objek terhadap data training yang diberikan; (3) Selanjutnya mengurutkan hasil no 2 
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secara ascending (berurutan dari nilai tinggi ke rendah); (4) Mengumpulkan kategori Y 

(klasifikasi nearest neighbor berdasarkan nilai k); dan (5) Dengan menggunakan kategori 
nearest neighbors yang paling mayoritas maka dapat diprediksi objek yang baru (k) pada 

algoritma k-nearest neighbors adalah banyaknnya tetangga terdekat yang akan digunakan 

sebagai titik untuk melakukan klasfikasi pada data atau objek baru. Untuk menghitung jarak 

antar objek data pada algoritma k-nearest neighbors dapat dilakukan dengan beberapa cara, 
salah satunya adalah dengan Ecludiean Distance. 

  

 

3. HASIL DAN PEMBAHASAN   
  

Berdasarkan ketentuan dalam penentuan produk terlaris maka didapatkan hasil 
transformasi data. Berikut data yang ditampilkan dalam bentuk Tabel 2 berikut: 

Tabel 2. Transformasi Data 

 
Berdasarkan transformasi data tersebut, langkah selanjutnya yaitu melakukan normalisasi data 

dengan menggunakan normalisasi min max. dengan menggunakan nomalisasi min max ini maka 

hasil akurasinya menjadi lebih tepat dibandingkan tanpa menggunakan normalisai. Berikut 
rumus pada normalisasi min max yaitu : 

 
Keterangan : 

x’ : nilai skala baru 
x : nilai data asli sebelum dilakukan normalisasi 

min : nilai terendah dari data 

max : nilai tertinggi dari data 
Berikut penyelesaian perhitungannya yang dibuat dalam bentuk tabel: 

Nilai Min untuk Kuantitas Produk :33 

Nilai Max Untuk Kuantitas Produk:317 

Nilai Min Untuk Kuantitas Terjual :27 
Nilai Min Untuk Kuantitas Terjual :282 
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Tabel 3. Tabel Data Normalisasi Min Max 

 
Proses perhitungan K Nearest Neighbor yaitu: (1) Menentukan parameter K = jumlah tetangga terdekat. 

Pada penelitian ini nilai k yang digunakan adalah 1,3,5, dan 7, dan (2) Hitung jarak antara data testing 

(uji) dengan semua data training pada tahap transformasi menggunakan perhitungan jarak Euclidean 

Distance, yang dipakai untuk menghitung jarak Euclidean Distance [7]. Ahm Oil Spx2 = √(0,676 − 0)2 + 

(0,671 − 0)2 = 0,95222936 

Tabel 4. Hasil dari Jarak Euclidean Distance 

 
Tahap selanjutnya adalah mengurutkan hasil nilai Terkecil ke Terbesar, seperti pada Tabel 5 di bawah ini. 
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Tabel 5. Urutan dari Terkecil ke Terbesar 

 
Selanjutnya, menentukan jarak Euclidean untuk mendapatkan nilai prediksi data uji dan tetangga 

terdekatnya. Berikut perhitungan jarak Euclidean yang dibuat dalam bentuk table. Simbol L (Terlaris), 

dan TL (Tidak Laris), seperti pada Tabel 6 di bawah ini. 

Tabel 6. Prediksi K Nearest Neighbor 

 
 
Berdasarkan hasil perhitungan jarak diatas, maka didapatkan suatu hasil dengan nilai k=1,3,5, 

dan 7 memiliki Keputusan yaitu Terlaris dan Tidak Laris. Hasil prediksi sparepart motor baru 

yaitu pengatur unit alarm di prediksi laris Hal ini dibuktikan dari nilai error yang kecil sebesar 
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0,465 % dan nilai error tertinggi adalah sebesar 1,414 %. Rata-rata nilai K yang menghasilkan 

error terkecil adalah nilai k=3. Hasil pengujian lainya juga menunjukkan bahwa tingkat akurasi 
proses prediksi menggunakan metode K-Nearest Neighbors dipengaruhi oleh jumlah data latih 

yang menjadi masukan sistem. 

Selanjutnya adalah implementasi hasil perhitungan prediksi penjualan dapat dilakukan 

menggunakan aplikasi sistem yang sudah dibuat kedalam website. Peneliti menggunakan data 
training yang sekaligus menjadi data testing. Berikut tampilan aplikasi perhitungan prediksi 

penjualan. 

1. Tampilan Login 

 
Gambar 2. Tampilan Login 

 

Gambar 2 diatas merupakan Tampilan halaman login dimana untuk memperjelas hak 

administrator masuk ke pemrosesan sistem. Administrator dengan username dan 
password yang valid berhak masuk ke sistem melalui tampilan halaman login. 

 

2. Tampilan Menu Data Master 

 
Gambar 3. Tampilan Menu Data Master 

 
Gambar 3 merupakan Tampilan menu data master dimana halaman ini memuat data 

sparepart, data kategori dan data penjualan. Data yang didapat dari hasil wawancara 

tersebut dicatat melalui microsoft excel, kemudian untuk import data tersebut cukup 

mengupload data, maka data yang dari excel sebelumnyasudah tersimpan didalam 
database dan ditampilkan di sistem. 
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3.Tampilan Menu Data Uji 

 

 
Gambar 4. Tampilan Menu Data Sparepart 

 

 
Gambar 5. Tampilan Menu Data Kategori Penjualan 

 

 
Gambar 6. Tampilan Data Penjualan 

 

 
Gambar 7. Tampilan Prediksi Penjualan 
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Gambar 8. Tampilan Hasil Prediksi Penjualan 

 

Gambar 7 dan 8 merupakan Tampilan menu pada data uji prediksi dimana halaman ini dapat 
memprediksi sparepart baru yang belum diprediksi laris atau tidak laris. Pada halaman ini akan 

dilakukan pengujian dengan proses perhitungan k nearest neighbors, kemudian hasil dari 

perhitungan tersebut ditampilkan pada halaman ini. 
 

 

4. KESIMPULAN   
 

Berdasarkan penelitian ini dapat disimpulkan bahwa perhitungan dengan teknik data 

mining dan algoritma k nearest neighbor didapatkan hasil prediksi dengan nilai akurasi yang 
tinggi dari hasil pengujian nilai K dari 1, 3, 5, dan 7 menghasilkan nilai k=3 sebagai nilai tengah 

k yang mempunyai akurasi tertinggi selama proses pengujian. Hal ini dibuktikan dari nilai error 

yang kecil sebesar 0,465 % dan nilai error tertinggi adalah sebesar 1,414 %. Rata-rata nilai K 

yang menghasilkan error terkecil adalah nilai k=3. Hasil pengujian lainya juga menunjukkan 
bahwa tingkat akurasi proses prediksi menggunakan metode K-Nearest Neighbors dipengaruhi 

oleh jumlah data latih yang menjadi masukan sistem. 
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